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Abstract 

Collaborative Filtering (CF) filters the flow of data that can be recommended, by a 

Recommendation System (RS), to a target user according to his taste and his 

preferences. The target user’s profile is built based on his similarity with other users. 

For this reason, CF technique is very sensitive to the similarity measure used to 

quantify the dependency strength between two users (or two items). In this paper 

compared two different types of similarity measures and find the best similarity 

techniques used for CF-based recommendation system. For each measure, we outline 

its fundamental background and we test its performance through an experimental 

study. Experiments are carried out on standard datasets (MovieLens100k) and reveal 

many important conclusions. Find the best similarity techniques for clustering 

algorithm in CF method. 

 
Keywords: Collaborative Filtering (CF), Recommendation System (RS), Movie Lens 

data set, Similarity Measure, Accuracy 

 
I. INTRODUCTION 

 
CF-based Web service recommendation refers to recommending services 

according to the past composition history, the similarity of users, or the similarity of 

services. Collaborative filtering is a method of making assumption of user’s interest 

by gathering the information about likes and dislikes from large number of users 

[3].The fundamental fact is that if a User A has the same opinion as like User B on the 
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same item, then User A has more chances to have similar opinion with User B for 

different item also. In this case, the recommendation system will suggests the item 

liked by User A to User B. At first, the user conveys their likes and dislikes by rating 

the items such as books, videos, movies or music etc. These ratings can be taken as 

the representation of user’s interest for the particular item. The recommendation 

system matches the ratings of this user with the ratings of other users to find the users 

with most similar taste. Then, the system list out all the items which are rated higher 

by similar users. But those items are not yet rated by the current user. Even though, 

the recommendation system recommends those items to the current user as these are 

all rated by the user who have the similar taste. So, the collaborative based filtering 

system considers the past activities or behaviours of the user and it also use the 

similar decisions made by different users. Collaborative filtering was categorized into 

two types. They are as follows: First one is User based recommendation system, the 

User based recommendation system used to predict the items which the user might 

like based on the ratings given to the particular item by other similar users with 

similar taste with that of the current user. Second one is Item based recommendation 

system. Item based collaborative filtering is a type of collaborative filtering for 

recommendation systems. The ratings of the items which was given by the users was 

collected and using those ratings, the similarity between the items was calculated 

using the similarity measures such as Euclidean distance and Jaccard similarity etc. 

Similarity measurement is done prior to clustering using similarity measures. The 

closeness level of the objective items is measured with respect to the qualities that are 

accepted to recognize the cluster implanted in the information. The attributes may be 

based on the information and the text issued, hence there is no measure that is all 

around best for a wide range of clustering issues. Additionally, picking the proper 

closeness measurement is vital for examining the clusters, particularly for a specific 

kind of cluster algorithm. Reviewing the closeness as the separation parameter, a huge 

number of similarity measurements are needed to find the thick area and determine 

clustering task for new information. As a result, knowing the viability of various 

measurements is vital in picking the best option. When all is said in short, the 

similarity measurement acts as a separation among two items that is mapped into a 

solitary numeric esteem using two factors namely the properties of the two items and 

the measurement. As this research is concerned with Item based recommendation 

system, the item to item similarity has to be found for clustering and recommendation. 
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Let us discuss the role of similarity measures in recommendation system with an 

example. Let us take a sample dataset which consists of five movies which can 

otherwise be called as five items. The rating ranges from 5 (Strongly like) to 1 

(Strongly dislike).Clustering Algorithms for Collaborative based recommendation, 

Clustering algorithm organizes the pattern collections most probably as a vector 

measures, or as a point in an n-dimension space in a cluster depending on the 

similarity measures. So, the input data has to be clustered based on the similarity 

measurements. The results of similarity are used for clustering algorithms to check the 

efficiency of the similarity measures along with the clustering algorithm. The density 

peak Clustering based approaches can be implemented and the performance 

comparison has been carried out to find the best similarity measure as well as the 

clustering algorithm. 

 
II. LITERATURE REVIEW 

 
In this work, the titles of the research papers were utilized to calculate 

similarity between papers [1].The measurement of Cosine quantifies the similarity 

between the two vectors as the cosine of the angle between two vectors[2]. There are 

commonly used Cosine similarity [5], Euclidean Similarity[6]. According to 

similarity between documents can be partitioned into three categories: first, string- 

based (character based and term-based) secondly, corpus-based and finally knowledge 

based (similarity, relatedness). This work utilises term-based similarity measures i.e. 

Cosine similarity, Euclidean distance, Jaccard similarity and Pearson coefficient 

similarity measure [4]. Performed a comparative systematic study on similarity 

measure for online documents. They compared four similarity measures (Euclidean, 

cosine, Pearson correlation and extended Jaccard) in conjunction a variety of 

clustering techniques (k-means, weighted graph partitioning, hyper-graph partitioning, 

self-organising feature map and random). Our research however follows a different 

direction in that it concentrates on the four similarity measures mentioned above, but 

they are used in conjunction with classification techniques (rpart, boosted and the 

random forest algorithms). In their work, the cosine similarity metric performed better 

than the rest, and the weighted-graph outperformed the other clustering techniques. 

Our work similarly compares the four similarity measures on how they perform with 

classification algorithms[7]. A. Huang Investigated partitioning clustering algorithms 
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with hierarchical clustering schemes and it was established that partitional clustering 

algorithms performed better. Further, similarity measures were utilised to compare 

and analyse the effectiveness of these similarity measures on document clustering. 

Their experiments established that three components ultimately affect the final result 

in a text clustering scenario: the objects, distance or similarity measures used and the 

clustering algorithm employed in the experiment. It has also been reported that with 

the given diversity set of distance and similarity measures available in data mining, 

their effectiveness in text classification is still not very clear[8]. It is widely used in 

data mining [10], recommendation [9].Clustering is the classification of data into 

separate classes or clusters based on a similarity measure and dissimilar data 

classification into separate clusters [11]. 

III. OUTLINE OF THE PAPER 
 
 

 
IV. METHODOLOGY 

 
4.1. Euclidean Distance 

 
 

The Euclidean distance (a special case of the Minkowski distance with m = 2) 

is the notable distance measurement utilized in many numerical information. Its 

performances will be good if conveyed to dataset that incorporates minimum or 

isolate clustering. Euclidean distance has a disadvantage that when two vectors share 

no attributes, they would have a little separation than other vector pairs which contain 

a similar attributes. Next issue of Euclidean distance (being the Minkowski family) is 

its biggest scaled features that overrule the other measurement techniques. To mitigate 

this, the continuous features are normalized. It is a standard measurement in 

geometric analysis utilized with k-means clustering. The customary distance between 
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v=1

two vectors is effectively estimated in 2D/3D space and is utilized in most of the 

clustering (including text clustering). 

The Euclidean distance between two movies characterized as vectors v⃗̅̅aand v̅̅b⃗ is 

DE(̅v̅a⃗, ̅v̅̅b⃗) = √(∑m
 | Wv,a − Wv,b|) 

 

4.2. Jaccard Similarity measure 

 
A measurement which is utilized to compare the similarity between model set 

can be a string or an entire report. The Jaccard coefficient estimates the comparability 

for a limited set and is characterized as the proportion of intersection size and the 

union size of the set. 

The different types of similarity measurements are available to decide the 

level of similarity among movies. Among these, some measurements depend on the 

attributes present in every movies or nearness of common properties between the 

considered movies while some measurements consider both the existence and non 

appearance of characteristics in every movie. Such kinds of measurements are done 

by the general similarity measurement proposed by Tversky as 

f(m1 ∩ m2) 
Sv1,v2 (m1, m2) =  

 f(m ∩ m ) + v . f(m − m ) + v . f(m − m ) 
1 2 1 1 2 2 2 1 

Where v1, v2positive real numbers are m1, m2 are the data items. When v1 = v2 = 1, 

the Jaccard similarity measurement is expressed as 

|m1 ∩ m2| 
Sv1,v2 

= 
|m 𝖴 m2| 

 

4.3. Density Peak Clustering 
 
 

The Density Peak Clustering (DPC) method is a novel clustering technique 

based on density peaks and distance. It primarily employs two factors, one is local 

density and another one is distance of the sample to the nearest neighbour with higher 

density to segregate and to identify the cluster centre. After finding the cluster centre, 

the data items are assigned to their respective nearest neighbour with higher density 

(Yewang, C et al., 2020). The steps involved in Density Peak Clustering algorithm is 

as follows 

1 
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Algorithm: 

Step 1: Calculating the distance dij between points and constructing similarity matrix 
 

Step 2: Calculating local density βi and high density distance δi for each data point 

based on the matrix which construct by step1 and parameters dc of user input 

βi = ∑(dij − dC) 

j 

 
Where dc is defined as a cutoff distances. It is an adjustable parameter. Generally 

most of the cases it defined as: dc = dNd × 2% 

The δi is the minimum value of any point than its high density point distance. The δi 

is defined as the following formula 

δi = min (dij) 
j:yj>yi 

 
Step 3: Find μ(xi) which the nearest higher density point of xi 

 
μ(yi) = argmin(dij) 

j:yj>yi 

 

Step 4: Taking the data points as the clustering center, whose two attribute values are 

all high. 

Step 4: Remaining points can be classified according to the nearest neighbour 

classification algorithm 

Step 5: Finally, filter the noise outlier data 
 

 
V. EXPERIMENTAL RESULTS AND DISCUSSION 

 
Similarity Measure Accuracy Precision Recall RMSE MAE 

Euclidean Method 93.18 90.78 89.777 0.294 0.082 

Jaccard Method 97.18 95.81 95.77 0.156 0.020 

 
Table 3.1 Performance comparison of similarity measure using Density Peak 

clustering algorithms for collaborative filtering 
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In this research work, experiments for different similarity measures with 

clustering algorithm. The performance of similarity measures was evaluated using 

metrics such as Accuracy, precision, Recall, MAE and RMSE. The performance is 

higher if the value MAE and RMSE is low evident that jaccard similarity performs 

better than other similarity measures for clusters. So, jaccard similarity measure is 

considered to be the better performing similarity measure and is used for the purpose 

of clustering. 

 

 
 
 

Similarity 

Measure 

 
 

Clusters 

Performance Metrics 

 
MAE 

 
RMSE 

 

Euclidean 

Distance 

Cluster=0 0.082 0.294 

Cluster=1 0.106 0.333 

Cluster=2 0.126 0.362 

 
Jaccard 

Cluster=0 0.020 0.156 

Cluster=1 0.027 0.163 

Cluster=2 0.032 0.205 

 

Table 3.2 Performance comparison of similarity measures 
 
 

The experimental results for clustering algorithms which use jaccard similarity 

measure for clustering is shown in Table3.1. From the analysis of Table 3.2, it is 

obvious that Density Peak Clustering algorithm performs better than other clustering 

algorithms especially in terms of accuracy. It provides an average of 97.18% whereas 

other clustering algorithms provide lower average accuracy than Density Peak 

clustering algorithm. From the experimental results, it is concluded that Jaccard 

similarity with Density peak clustering provides the best clustering which in turn acts 

as a best recommendation system 
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VI. PERFORMANCE METRICS 
 

Performance metrics are used to measure the performance in terms of metrics 

such as Accuracy, Precision, Recall, RMSE and MAE. The performance metrics used 

to evaluate the clustering algorithms are explained below. 

6.1 Accuracy 
 
 

Accuracy is the simplest intuitive performance metric, because it is just a ratio 

of accurately predicted observations to total observations. One would believe that if 

we have high accuracy, our model is the best. Accuracy is a fantastic measure, but 

only when you have symmetric datasets with almost equal values for false positives 

and false negatives. 

 
 

6.2 Precision 
 
 

Precision is defined as the proportion of accurately predicted positive observations to 

the total number of expected positive observations. 

 
 

 
6.3 Recall 

Recall is defined as the ratio of accurately predicted positive observations to 

all observations in the actual class. 

 
 

 
 

6.4 Mean Absolute Error 
 

Mean Absolute Error (MAE) is widely used metric to evaluate Recommender 

system. For each pair which the user rated, the absolute error is calculated. After 
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adding these pairs and dividing them by the total number of rating-prediction pairs, 

we can get Mean Absolute Error. 

 
 

6.5 Root Mean Squared Error 

Root Mean Squared Error (RMSE)is the widely used method for evaluating 

Recommender system. It calculates the deviation between predicted and real ratings. 

It gives more emphasis on deviation. 

 
Here, the overall number of rating is mentioned by N, xi and yi represents the 

actual and predicted recommendation value in the recommender system. 

VII CONCLUSION 
 

To identify the efficient similarity algorithm for collaborative based clustering 

algorithms. A comparative analysis of Density peak clustering algorithms the 

experimental results, it is obvious that the combination of Jaccard algorithm with 

Density peak clustering algorithm overcomes other clustering algorithms. The average 

accuracy of Density Peak clustering is 97.18 %. Hence, it is decided to develop a 

modified version of Density Peak clustering algorithm which gives better accuracy 

than traditional Density Peak Clustering algorithms for movie recommendation. 
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